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PREFACE

Most of the work described here was done in the sunmmer of 1965 as part

of our conLinuing research in the general area of machine problem solving.

In the fall of 1965, a (limited distribution) report covering this work

was issued at RCA Laboratories and at the Mental Health Research Institute

of the University of Michigan. Plans to revise this report and to combine

it with subsequent results of our work on representations in question-

answering systems have delayed its wider distribution. However, since the

work described in the report is relevant to much current research on

granhic languages and question-answering, we have decided to extend its

availability to the technical community in its present form, and to issue

it as a technical report.

Saul Amarel
Princeton, N. J.
May 1968
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ABSTRACT

In this paper we discuss means of representing states of the world

which are easily described as pictures of triangles, circles, and squares

in horizontal, vertical, or er~closure relationships; our Ltudy is oriented

to the comparative evaluation of different representations for computer-

based question-answering systems.

Thc.',e languages for representing such pictorial data are constructed.

The basic units of the first are pictures, of the second trees, and of the

third sentences. Each of the three languages is further modified to serve

for describing data, for specifying constructions, for posing queries, and

for stating answers. The interrelations among the various qpecialized uses

of these three languages are investigated. Queris are best posed in an

English-like language, computer search best proceeds on data represented as

trees, and answers can often be best presented in pictLre representations.

Results are in the form of a) context-frce generative grammars for the

different languages expressed as production rules, b) theorems showing

correspondences between, say, all query sentences and all pictorial answers,

and c) formula for the effort to search for answers, for optimal trees to

store data.
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I. INTRODUCTION

Since the potential of computers f3; ,un-arithmetic processes has

bcen recognized, the problems of pictorial and 1Lnguistic data processing

have attracted increasing interest. One wa) to increase the sophistication

of the computer art in this direction is to present the computer witi dta

in pictorial form and interrogate it in restricted English. To answer queries,

the machine should be able to search its internal memory for data responsive

to the query. This involves capability of processing at least 3 different

languages: pictorial representation, representation as sentences in English,

representation suitable for ipdating and searching the machine's mcmory.

A user may require the machine to construct, search, describe, or

interrogate a given body of data; he may state his requirement in any one

of the three languages; he may have fed the data into the machine in any one

of them; and he may wish the response in any one of them. It is, therefore,

of interest to formally study the relationship between these three languages.

Can anything represenLed in one language also be represented in the other

two? Can queries asked in one language be answered in another? What are the

relative merits of these different languages for various purposes?

These questions are of some interest in themselves, though the answers

are obvious for the highly restricted dom3in of discourse considered here.

The techniques of answering them can, however, be extended as the domain of

discourse is extended and as thc languages are enriched. Both the techniques
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and the answcrs are uc.cful in invest igatLing the infermniLional equivalence

of two dcscriptions (e.g., if both lead to the same construction specifi-

cations), the rclexance ot answeirs to queries, in assessing the choice of

different means of representation available to the designer of an information

system.

Similar problems were studied by Kirsch7 , Sion and Lode[8)

Sutherland[9] to menti(,n a few. The idea of using our restricted domain

of discour;c wn , hy S. Amarel (private cominunication) and mentioned

[10]
by M. Minsly . The use of trees for storage and search has been studied

in more detail l-y S. Amar(lA|] and R. McNaughton as an application of multi-

computer system
s .6

We have not studied questions of translating from these langiagcs into

the predicate calculus, as being done, for example, by Bo: ;ert [2 Coopcr

F [5)
Darlington Nor have we addressed ourselves to the important problem of

how to get a machine to select significant conjcctures, to pose deep questions,

of condensing oz szm-narizing informnition[3 We ;il1 touch upon this problem

in a forthcmir-3 pa;_•r on methoda for translating query sentences into

computer bearch progia.

2
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I.A PICORT4L 1AI4GLMGB

By a language L we mean th4 set of all possible sentences generated

by a linguistic system S(L). A linguistic system consists of a quadruple

(VVVM U, R)

in which: VT denotes the terminal vocabulary, which, for a pictorial language,

consists of geometric objects such as ', 0, E A VN denotes the non-

terminal vocabulary, which, for a pictorial language, ccnsists of configu-

rations;U denotes a special element in VN corresponding to the unit of the

language, a complete graphic message or picture in a pictorial language; R

denotes a set of production rules to be illustrated next for a pictorial

language.

The first of these rules for the pictorial linguistic system asserts

that U cons•ists of:

IF r---j

(1) ,-- or: Rule 1: *
SI• - |

Rule I is understood as follows. A picture (correspcnding to "sentencz:)

consists of a double-line frame. Inside the frame is a "configuration", a

rectangle with dotts.d lines. Unless otherwise indicated, the figures with

dotted lines can be located anywhere inside the frame and have any sire.

Rule I states that one figure 1 can be replaced by or produced from

4 * The rules of replacement are formulated here in the reverse order to that

conventionally used for phrase structure languages; i.e. the rcplace=c'its
here are "frcu specific to general" in contrast to replacements "fr.m
general to specific" that are comon in phrase structure gramar f.rmu-

lations.



The second rule specifies how configurations may be formed.

r - 1 (2b)
(2a) Ii 1 (24. (2d) (2e) 1irI -J t--JI I Ir-' r- ~ I L.J-

L - - . . . J I . . . . . .J_ J I.

Unless otherwise indicated, the figures in sclid lines can be located anywhere

and have any size provided their edges do not intersect any other edges. Rule
* I

(2b), for example, states that any parl-:-- . can be replaced by
... . • I~ . . . . I

Generally, the rules assert that whenever there is a figure having the form

that remains when the outer dotted line is removed, that figure can be

repla~ed by the corrtsponding outer square of dotted lines.

Rute 3 relates configurations to specific cbjects:

, 1 r- 1 { "()(3b) (3c)

I I I I

L J..]L -. .

_________

Rule ( 3 c) asserts that a triangle of any sitc can be replaced by '

To verify that is a picture, we apply Rule (3c) to the left triangle

and form: ,- We also apply (3c) again to the right triangle to get

II

tWe no apply Rule (2a) tWe no apply

Rule I to get ,and this terminates the verification that we have a

picture. We can repeat this procedure without removing the figures being

|replaced, and numbering the order in which the rules were applied.
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We take a more complex example.

5(30- -.. ---- -10b)

4(3b) 2(3b)

FII - X 7 ,--3(20)
-J1 'l - 8(2a )

7(2c)- -- I [

11(2b) 16 . . .)

I 12(1)

The "terminal vocabulary" VT consists of all squares. circle.3 and

equilateral triangles. The "non-Ler-rin3l vccabulavy" VN consists cf all

rectangles m.ide of dottud lines, all figures lik(.L_J_, like ---
1 likeo£ al rectangles Wi Lý

like t , lik , like -' and of all

double edges. The latter plays -he rc.les of a picturt-destgnat-r 1'. The

rules R all consist of a figure of VN cnclc'sing a figure cf tithtr VN r Vl

stating that the enclosed figure can be replaced by the c::,clcsilng figurv.

SThis corresponds tc the relation expressed by "bclov', used at the end

j of this section.
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The accompanying figure is not a picture according to the above

rules. Note also that the picture

could not be distinguished from eitherII or .
or Rules 1- 3 specify

I-] a particular pictorial description language

LGD, which excludes many figures we would

realistically like to call "pictures". By augmenting VT, VN, and R of the

system S(LGD), we can enable LGD to better approximate reality. But this

is not our primary intent here. In the language LGD specified by the above

V, V1, R there is no limit to the number of geometric objects which may be

in one picture.

By a construction language we mean the set of all possible imperative

"sentences" generated by _- linguistic system. Each imperative "sentence" is

a command specifying a construction. In the case of a Pictorial construction

language LGC, each "sentence" is in " form corresponding to a "parsed" picture.

The rules RGC ;,re the same as RGD, except that they require the interior of

a dotted-line square to replace the outer boundary rather than vice versa.

Only Rule I differs in that it uses a wavy line instead of a double line

boundary.

Each rule of RGC specifies a construction step. It consists of

erasing dotted lines in a surrounding rectangle, or replacing the wavy line

by a double line frame, or terminating when the objects of VT are reached.

Both VT and VN are the same for LGC as they were for LGD.

6



As an example) suppose we wish to represent an order to construct

(copy) the picture .The order would first be described in LG),as

follows: _ iA i* The following figure I A IAO is the

corresponding "imperative sentence" of L GC To check'that this is a well-
Ir--r--'

formed member of LGC we proceed by: 1) applying the rule , ,, i to

get i,' ; 2) applying the rule 1A to the pair to get AA ,t._J~~ . t_J

3) replacing the wavy line of the frame by the double line. It Is impLrtant

to keep in mind the distinction between rules legitimizing the form of C€,n-

struction orders and rules for executing such orders.

By a query language IQ we mean the set of all possible Interrogativt

"sentences" generated by a system S(LQ) ' (VN, VT, UQ, RQ). Ea.h query

"sentence" states what is wanted and what is known. It always makes implicit

reference to a corpus to be searched. The corpus is a subset of L nAt L
GD GD

itself. In a iraphic query language, the queries are again in a form

corresponding to pictures. Instead of the double-llne frame which denoted

a picture to be analyzed in LGD or a wavy-line frame which dencte a picture

to be copied in LGD we use a dot-dash-line frame to d-n tt. a pictri&al query.

Question-marks are in the place of objects in V1. Answers consist of pi:-turc-s

in LGD with all question-marks replaced by object,; in VV. The linguistic

system for L Q is the same as that for LGD except that: in Rule 1, the

double-line frame is replaced by a line like . ; the object ? is

added to V V The rules are unchanged. The following figure sh:vs the crder

7



of the steps and the rules needed to verify that it is a pictorial query.

3 (2[)
S~(5)

4II"2 (3c) (--11

L .. .. . .

Hiere* (5) is: I and (0') is .* I which is U.

By a processin& or §..arch or answer languag2 LA, we mean the set of

olI answer-sentences generated by a system S(LA). A pictorial answer

sentence is a picture of LGD in which che object replacint ? In a pictorial

query of LGQ is surrounded by a frame like . The outer frame is

similarly replaced. Thus, is an answer-senterce. The systemr.

S(Ib.) is the same as that for GD except and

are added to VT and 3 correaponding rules are added to rule 3. and

rule I is replaced by (1'").

To verify that ' is an answer-sentence of LA) proceed in

the order shawn in the accompanying figure.

* It is also possible for both an object (e.g.,A) and ? to appear in a box,

e.g., I As oA*,_ ?. I This is also a pictorial query. It asks for

verification of the figure. Both rules (3c) and (5) apply to the right

inner box. Except for the combination of ? with objects, only one
one'

rule can apply to a dotted-line box.

-OWNS



1(3c)-- LLJ 4 (111)
L -- - - , -4 (1"'

To answer a pictorial query is to produce an answer-sentence in

which ? I is replaced by or or by first
L j.

producing a construction sentence.

i9i'

9



We summarize the four aspects of our pictorial language system

below:

Terminal Non-terminal Unit
Vocabulary Vocabulary of the Rules of Formation

V VLanguage
T N U R (for verifying membership in L)

S(LGD) 0 r, L_ i.J
Pictorial i L r -
Descrpton L r (2a) L. + L • j
Language - r- (2b) _[J -.

(2 c) (3 _0-O ---- "
(2) d) - (3b),-_ 0L Aj
(2ea) -J 5 (3c)L_, A

same as same as
S(LC) above above(')_

Pictorial 2a-2e, 3a-3c'as above plus
Construction (4) check that all the dotted
Language lines produced by substi-

tution are already there.

S(L .) same as same as (1") r-"-i r--
Pictorial above above F : L

Picwrilr. -.J

Query Phls I
Langoage L . 2a-2e, 3a-3c, 4 as above plus

(5)I?
SL as above, (1"') r'--I

S(Lnh) not ,

Pictorial , ..
Answer 2a-2e, 3s-3c as above plus
"Language

(6a) L__J

A(6b) r i

(6c) L__ -. j

10
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Consider the following 4 examples:

~~~i rr7•-='I:

C L

To verify that:

D F LGD, apply, in order, rules (3c), (3c), (2a), (1)

C c LCc, apply, in order, rules (4), (3c), (3c), (2a), (1'),

Q c apply, in order, rules (4), (3c), (5), (2a), (1")

P ' LGV, apply, in order, rules (3c), (6c), (2a), (1"')

I.

i

I
I

:11
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III. ANSWERING QUESTIGIS AND 9XECIrTING CONSTRUCTION
ORDERS GIVEN IN A PICTORIAL LANGUAGE

We now provide a totally different set of rules for:

Applicable Procedure Rules

Executing Construction: C1. * u
e.g.,Given C, apply C1, C2a, C3c,

C3c, to produce D, the. unit r- FR-
of~~ L 'Lj i"of LGD La ' _ L LI

similarly for C2b-C2e; reverse
arrow of 2a-2e.

C3a. r- -1. and similarly for
, : C3b, C3c and C6a,

J C6b, C6c.

Checking that result of con- (Ch 1) Parse result using (0)-(3c), i.).,
struction Is as specified, record the rules and order in

By a parsing tree we m vwhich thcy are used, deleting

a tree such as for D above. rule (1).

(Ch2) Delete rules (1') and (4) from
i parsing of constructi,.n state-
2a ment (e.g.,C).

/ \ (Ch3) Check that parsing of result-
3c 3c parsing of construction state-

ment to within partial order.

Answering a query. r

Example: Given: ( L .. _.5

Form Given: (Q2) Form parsing tree for query;
2a delctc rule (1"I).

c 5(03) Search all parsing trees in a

corpus for pictures with (1)
Form I and search all such d:leted, until one is found which

matches that of query except fori ~~2a trees.rue(. rule (5).

3c 3c (Q4) Suppose rule 3x, x-a. b, c holds

sthe above except in place of rule (5). Fonn rule

that 3c is in place of 5. Form C6x-

C6c which is (Q5) Put C in front of all rules used
r in query, with C6x replacingj--r i rule (5).

-• !
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Apply Rules (Q6) Form a construction statement
from all the rules used in the

C3a, C3c, C6c e.g. applying C6c query by combining the dotted
yields lines on the left side of a rule

S_(Q7) Execute the above construction

Form rules.

SForm r

Form (Q8) r

tNote that all the rules of formation for the pictorial language we

have written are in the form of production rules. We have generalized from

the conventional notion of concatenation used in linguistics -- which means

placing two one-dimensional strings next to each other -- to where it can

also mean adjoining two-dimensional arrays into horizontal, vertical,cor

enclosure adjacency relations. This casts our pictorial lai'guage clearly

into the class of context-free laxiguages, with our extended interpretati,,n

of concatenation. All the notions and results, including the problemi of

structural ambiguity, apply to our language. The following results all

derived from this.
Theorem 3.1: To every picture in LGD corresponds at least one pictorial

construction statement in L.GC

Pr2oo: Given a figure like D, identify the elements in VT in it. Surround

each by a square of dotted lines. Then apply the rules (Q6) which were uped

in forming a constructing statement plus the rule " i7ji.

It is easily verified that the result is an element of LC,. Because there

13



is, in general. a choice in which rules (Q6) can be applied, more than one con-

struction statement corresponds to a given picture. For example, if the picture

isI, and we have rules: (C'2b): (02) ') _l ; '

and (C03a): -, O' 0 , we get both aud _ depending
L. J 1

on whether we apply the rules (C'3a) 3 times, (C'2b), (C'2a) or (C'3a) 3 times,

(C'2a), (C'2b). If the given figure is not an element of C GD, rules (C'2a)

and (C'2b) will not apply because rules 2a and 2b do not apply.

gorem 3.1: To every pictorial construction statement in LGC corresponds

a unique picture in LGC.

Proof: Given any element of LGC, supply rules C1, C2a, C2e, M3b, C3b, C3c,

where applicable in that order. Apply Rules (Ch 1) (Ch 2) (Ch 3) to verify

that the result of the construction is as specified. Since applying Rule

Ch I involves parsing the result by the rules of S(LGD), this verifies that

the result of construction is in LGD. The order of applying rules C1-C3c is

specified. (Opplying these rules is tantamount to erasing the dotted lines,I
from the outside in); Hence, the resulting piicture is unique.

Theorem 3.2: To every picture D in LGD which contains n objects of VT

correspond nt least 2n queries in LGQ each having answer in LCA

corresponding to D.I
-Z1221: Given a picture K, we form a query by: 1) parsing D according to

the rules of S(LrD) leaving in all dotted lines with what replaces them;

2) rb3) replacing either one, two, three, cr all n,

of the objects in D by ?. Step 3 can be done in + ... + n - 2
2

ways. For each way, there is at least one pazting of D. To verify that thiL

result of this construction is In LG, apply the rules of S(LG). Applying

14
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steps (QI)-(Q8) results in an element of L G. This is verified by applying

the rules of S(LGA). To check that this is an answer, replace the outer frame

according to - and delete on the inside wherever it

occurs. The result is identical with D.

Theorem 3.4: Consider any query Q in LGQ with an associated corpus Corp (Q),

which is a finite subset of LGD, containing m pictures. Suppose that a

fraction f of the m pictures corresponid to answers for Q, each ,.- the m

pictures having the same probability of corresponding to an answer. If

f > 0, it will take, on the average, f/2[m + 3m - f(2m + 3m) + fam I. 2)

search comparisons to find an answer. If f - 0, it will take m c.'mpari-

sons to ascertain that Q has the answer: "Query specifications are n.:t

met.'

r Proof: To answer Q, execute steps (QI)-(Q8) to produce a pictorial answer.

To check that this is in L and is an answer proceed as in the pt..cf A Th. 3.
tM

Because the corpus to be searched in step (Q3) is finite, the procedure

will terminate in a finite number of steps. If, in step (Q3), the parsing

tree of Q does not match any tree in the corpus, all m such trees will have

been checked to ascertain that the query specificaticr.s are nrt met. If thtrz

are fm pictures in the corpus which correspond to an answer, then the pr:ba-

bility that the ith picture in some ordering of the m picturts cf th, cr'rpus

is an answer is If we examine all the pictures of the corpu.: in crdir,

this is the probability of stopping at the ith, and tht cxpected numbtr cf

pictures examined before the first match is L i.f. The susn ges frm i-1 to

i-"-fa + 1, because in the extreme case all the fm answers are in a rý,w at

the end. The sum is f/2[(a-fm + M)(m-fm +2)], which is t1/2(m2.13M-f(2m2-M)

+ f2- st2 + 21.

15
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If Q has a single qu(stion--mark, the corpus could contain at most 3

answers, cCrrtsponding to 0 , 0, or A in place of ?. If Q has k question

marks, tht- corpus could contain at most 3 k answers. lUt g(m) be the fraction

It kof "possiblt" answers which are in the corpus. Thus, fm- g(m)'3 . If, for

example, g(m) M , then the expected nuznber of searches increased with m

and k approximately as

m1 +2.± .3k 2m 2M+ " k
•2 (N-Nn) 2(N•) 2

If Corp (Q) Is not finite, the answer-procedure may not terminate

in a finite number of steps, depending on the decidability of Q.

We conclude by illustrating a pictorial query which corresponds to

the question: "In a given set of pictures which are in a given corpus, is

it true that each circle which is to the left of a squkare is below a

* triangle?"

jox.Ls marked by X can have any of the three objects of VT inside.

L --------
I: __ - r- i - -F_-rI I

SII II I i t
' :?I I I I I .I-- --•

* 'r-iI I~~~~~~~~ I L _ .J ._j t I L - -• _

7- r r ,----I, J r-- --1 -11
rr--1

ii ' " ' t ,, , ,,X " "
I 'L- _JK - --- i

-L - i J

16
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IV. A TREE LANGUACZ

The terminal vocabulary of the tree-language system which we will

carry as our running illustration, contains:--S\ vh\• , h

(Sh is mnemonic fot "Shape"). 1hese labeled trecs c rrespcnd to 0, C, and

A in the terminal vocabulary of the pictorial langagrc system. We use them

so that the trec-!anguage consists exclusively of tr,;es, just as the pictzrial

language consisted cxclusively of diagrams. It would be Just as well t) ui.se

0, 0, A in place of thes, trces, as terminal ndes. lo m tlvate the U.ZL -f
Sh

these particular trecs, we read / as stating "each pclyg.-n in c:nfigu-
x y

ration x has more corners than any pý-lygc-n in c-nfiguratirn y.' A d:,t. as in

W/S h denotes a specific obj~cL.

The non-terminal vocabulary of S(L.) crfntains lalicd toiýs like

S, Ib, I \, P•', \, '. We state ncxt s-xnc cf the rult,

for S(L.T).

Rule T2: A
This rule states that any tr.e wi:h H, 1, V or Sh in place ýf the

circle can be replaced by / I

Rule T3a: X +

The right-hKand side of this rule designitts a p,•ir cf tr,,es b-th

joined at the same ncde above them, as A. As hef-r,, 0 stands f.r

H1, I, V or Sh. !he left-hand trce is any tree with H, V bu:. n(t Sh -r l,in

To facilitate reading, we rernind the reidcr that I indicites "endC'ILtt,
.H "to the le:ft /ight (4", \ "abv,-/btlw". Sh "Ship,", C A varia'lt f rI H, I, V or Sh; * a varla.'ltv for just H or V.

17
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I,

place of the dark circle. The rule states that the tree A can be

replaced by \' Rule T2 also applies to this tree for whenever a rule

holds with on the right.hand side, it also holds for

T3b) I +

T3d) +

"" T4a) -ShAx W\
\ \ / /

T4a actually stands for two rules, Sb - Sk and S S

T4b) i /\

T4c) \S< N' 6Sb

Figure 4.1 is a tree formed according to these rules, Fig. 4.2 is

not. To verify that Fig. 4.1 is in LT apply rule (T4a) four times to the

I 'ý H / I*'I N.~
I.1 I Sh•Sh

Sh Sh Sh Sh Zh Sh NS Sh
Sb 0/ \,, /S\ K \ a/

Fig. 4.1 Fig. 4.2

bottom of Fig. 4.1. Then, substituting white circles for the Sh and black

circles for the V, apply rule T3a to the right side of Fig. 4.1;'substicuting

white circles for the Sh and the black circles for I, apply rule (T3d) to

the left side of Fig. 4.i; with I and V in place of the two white circles

18
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on the right-hand side if rule T3a and H in place of the black circle on

its left, apply the rule to get H . With H in .place of the white circle,

apply rule T2.

As in the case of the pictorial language, the rules of formation for

the tree language, with a suitable extension of the idea of concatenation,

cast the grammar of the tree-language in the context-free class. The

questions of recognizing well-formed formulas in the language are thus

special cases of context-free languages in general. It is, however, of

interest to examine the tests for well-formedness in more detail, for more

specialized versions of the tree-language. We should also like to look

at the connections between these specialized versions and their correspondents

in the pictorial language.

A. The Tree-Language Specialized for Expressing Descriptions

We now add a distinguished element to the non-terminal vocabulary of

S(TLD). We call it D. We now introduce rule TDI: D * /\.. Actually, D

will appe~ar as D/\ and when ruie TD is applied, I is erased and D remains.

This marks completion of the verification that the tree is a member cf LTD'

We will also call such trees D-trees. By a parsing of a D-tree we will mean

a diagram showing the rules used, and the order of their use. If we complete

Fig.4.lby adjoining D to the upper left part of the tree, the use of rules to

verify that Fig.4.1is in LTD can be described in Fig. 4.3. Rules appearing

-on the same line in this tree are applied simultaneously; the order is

immaterial; rules on upper levels are applied after rules on lower levels.

We will call this 4 parsing tree.

Theorem 4.1: To each element of L GD. corresponds at least one element

of LTD'
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"0r0of: We will show that the rules of S(LGD) and S(LTD) are equivalent

under appropriate identifications. Identify I ~ with 0,
Sh

ithOan e / "-. wi•th A D et identifyWh a W_.__ Next, identify wih

Swith /\ ,,x and ,, Awhere / is such that only D or Sh
L--- /1

can hang on its left bottom branch. Identify: I, 'with , and
u..J L. J'

also r with %V and V and [lI/ N, Z all with I
L 'C -) /

where .1-is again such that only Sbcan hang on its left bottom branch.

Rule (1) of LOD which states * r -- thus corresponds to/ I \ L G DL . - - r -",-
* I"~ .- r-- - Ti

D or rule TD1. Rule (2a) of LGD stated: 1  1 1 1 . This
- L ___J L _ -JL -_ J

now becomes: (i) /I\_ /H\1 using the above identifications of with

I There is nothing like I" Ir because we allowed only Sh to hangI \ ' /\/\ r--
in the left bottom branch of I\. Rule (2b) of LGD stated: -

This now becomes:

(ii) I */V . Rules (2c) - (2e) of LGD all become:

(iii) I I .

l\ /\ r -q'
We now use the identification of I with X, specializing the

'N L - . / \
latter tO Sb . Rule (3a) of LGD which is + becomes /

This is. half of rule T4a. The other half, S Sh is obtained by

identifying with In a similar manner, we can identify rulesLJ A/\
"(3b) and (3c) of LGD with TOband T4c.

We now identify, iwith I once more and apply rules (3a), (3b),

(3c) of LGD again. We wish to show that I\ S follows. But (3a)/ (3b),

(3c) of IGD would reault in I * Sh , Sb. I /* Sb Just as
0 / .-/\

if Sh were substituted for I We write this substitutability condition

as (iv) / Sh. Now, (i), (ii), (iiM), (iv), can all be put together

to state. I , which is rul' T2.
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It remains only to verify that rules T3(a-d) follow from the rules

of LGD. The symbols 0' and are each identified with , since they

are special cases of With we identify both,- -and: -

for which we can substitute and 1 respectively. Hence)(4 +, and

I: ~4>+/<Cfollow. This leaves only (M~) and (T3d) to derive, and this

follows directly from the definition of and namely, that only Sr

can be a-ttached to the left bottom branch. Hence al the rules cf S(LID)

* follow from the rules of S(LGD). No rules are implied by S(LGD) which ar0

not in S(LTD).

A given picture in L can b obtained from the rules of S(LGD) in

at least one way. For example, t can be obtained by applying rules

(3b),(3b),(3b),(2b),(2a) and (1) or by applying rules (3b)(3b)(3b)(2a)

(2b) and (1). This corresponds to the two D-trees: Figs. 4.4 and 4.5.

lTDI

T2 D H D V
I3a / \- and SV

36T3a A hA S
T Sh Sh Sh Sh

T4a T4a T4a T4a 1\ /\ E/\ es'\

"Fig. 4.3 Fig. 4.4 Fig. 4.5

This proves the theorem.

B. The Tree-Language Spcciallzed for Exproessing Constructions

The distinguished element of the non-terminal vocabulnry of S(LTC)

which corresponds to the unit of L is designated by C. Otherwise, the

.terminal and non-terminal vocabulary is as it was for S(L1ID). All rules

are unchanged except TDI which goes to TC1: C I-41 A conrtructlon-tree

thus looks exactly like a D-tree, except that D is replaced by C.

21
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We must add one more rule, however. In verifying that a given tree

belonged to LTD, we replaced the tree on the right-hand side of a rule by

the left-hand side of the rule, and completed verification when the process

ended with symbol D. Now we will not replace the right-hand side of a rule

by the left-hand side, but simply check that the right-hand tree indicated

on the side of the rule is properly attached to the tree on the left-hand

side of the rule, we call this rule TC5.

Theorem 4.2: The construction language LGC and LTC are in 1-I correspondence.

!jgf: Recall that an element of LGC is a picture with every configuration

enclosed in a rectangie of' dotted lines, and a frame of wavy lines. It is

easy to see that TCO corresponds exactly to rule (1) of S(LGc) and TC5

exactly to rule (4) of S(LGC). The other rules of S(LGc) are the same as

those for S(LGD) and those of S(LTD) and S(LGD) have been established in the

preceding theorem.

It remains to show that to each tree in LTC corresponds a unique

element of LGC. The tree in LTC specifies a particular sequence of rules

to be applied in a specified order, except for rules at the same level.

These rules of S(LT) correspond uniquely to rules of S(LGc), to be applied

in the same order. This generates exactly one "parsed" diagram or element

of L c.

4 TC5

S / \ ..II ' " I 2a Ie
C/ H

L 2b 3c I
S Sh / t \

3c 3c T/ ýNu

T4a T4a
Fig. 4.6 Fig. 4.7 Fig. 4.8

22 Fig. 4.9
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For example, the tree in Fig. 4.6 results in the conatru-.tlon specifl-

cation shown in Fig.4.7. The parsing trees of rules ara shown in Figures 4.8

and 4 .9.

Theorem 4.3: To any construction specification tree in LTC corresponds a

unique picture. in L
GD*

Proof: This follows from theorem 4.2 and theorem 3.2.

We first construct a pictorial constructf~on statement and then

proceed to construct the picture with rules CJ-C3c of Section III.
1

C. The Tree-language Specialized by Pei.'g Queries

In parallel to the study of previous subsystems we add to VN the

distinguished element designed by Q, and to V the element ?. The rules ef

S(LQ) are the same as those o" S(I.), 0 except tha.. rule TC1 is replaced by:

Rule TQI: Q I . A typical query-tree is shown in Fig. 4.10.

I ? Sh

Sh H

Fig. 4.10.

We need only identify Q with r - to be able to state the following

theorem:
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Theorem 4.4: To each query-tree of corresponds a unique pictorial

query in L .

The Q-tree shown in Fig. 4.10, for example corresponds to the

pictorial query in Fig. 4.11.

"I' II Ll-.J L II
'II ,-y - II II

I I

Fig. 4.11

le now wish to extend L.Q in order to take advantage of the fact that

a tree. embodies many implications due to the ordering of certain relationships

We will introduce rules that allow us to form 4 query in which we replace a

path in a D-tree which has as vertex by the path H' connecting the same

end-points. Similarly we introduce a corresponding rule for,\ and 1 \

Call these rules T6a, TQ6b and TQ6c. Thus we can replace

D D Q MH' Q ?H'

I • \"'$h S by '01\ Sh Sr Sy

hh orby Sh

SbFig. 4.13 Fig. 4e.14

Fi_. 4.12 24



Q ?V' Q
or by or by Sh Sh

Nb Sh

Fig. 4.15. Fig. 4.16.

In words, these wculd ask: Is there a circle to the left crf a squari.7 Is

there a triangle to the lef,. of a square? Is there a triangle abc.ve a

circle? Is there a triangle inside a circle? If a Q-graph has questicn-

marks along side a node name, the relationship indicated is to be verified

rather than filled in.

We shall call the augmented tree-query-language L

Unlike the answering-procedure used within a graphic language, we

"do not search the corpus cf parsing trees but the corpus c-f D-treos thcm-

selves. A search procedure somewhat analogous to QI-Q8 In Section III follows.

TQS1: Apply rules TQ6a, TQyb, IQ6c where applicable t-, all D-trees in, the

corpus.

TQS2: Compare the transformed query tree with each D-tr2 in the giv--n

corpus ignoring: 1) a failure to m'atch between nodes where thrr w-vi,

a ? in the Q-tree 2) a failure to mitch Q and D. 1hus, where Q-rre

ef Fig. 4.10 mitcheq the D-tree of Fig. 4.12. Rulc IQS1 did n. t

apply.Iif the Q-tree were that of Fig. 4.13 instead of Fig. 4.10, rule IQS1

would have been applied, and Fig. 4.12 would havy bfen tran.f-nrv-d
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into Fig. 4.17, among the many transformations that would

have been possible. This transformation results in a match.

D He

h /Fig. 4.17

1TS3: Apply the rule C * Q, i.e.,replace Q by C in all Q-tree. Also

replace each question mark in ihe Q-trce. by either: 1) the subtree

of the matching D-tree which wlzes the match complete (except for

D and C); this subtree will begin with Sk and it will be ,nark i

SH*
/• \ 2) the symbol V (to indicate "Yes") is the question-nark was

next tc a node as in Fig. 4.13, and the node label was the same in

the Q-tree as in the matching D-trec; 3) the symbol N, (to indicate

"No") if in the above case, the node label next to ? in the Q-tree

is different from that in the matching D-tree. 4) The symbol H if

there is no matching D-tr.ce; also replace the vertex labei by the

one in the matching but non-verifying D-tree.

11•S4: . Applying the above rule results in a C-tree, specifying a construction.

Execute the indicated constructions. This results in an answer-trte.

D. The Tree-LangIp ge Specialized for Statintg Answers

Two answer-trees are illustrated in Fig. 4.18. The procedure for

constructing an answer-tree from a C-tree is to simply replace C by A and

to copy the rest of the C-tree.

By identifying Sh*hS

respectivLly we can obtain A 1-1 correspondcnce Ltween answer-trees

of LIk and the pictorial answers of L we understand the set of all possible
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A YRI A H

VSh•, " • h

/h H

4.1k ~Sh'~h*

4.. 18a
; 4,18b

Figure 4.18

trees of the type illustrated in Fig. 4.18b. There is no pictorial ansiar

corresponding to Fig. 4.18a. The sublanguage L TA introduced trees like that

of Fig. A.18a and 4.181,. In the sense that L I and LI contain treis
TQ TAL

not in L.. and L.k respectively, these are more powerful langusges.

We could try to extend the graphic languages LGQ, LCA so that they

correspond more closely to L and LI .A' as illustrated in Figs. 6.19 and

4.20. The pictorial query corresponding to Fig. 4.13 would be:

T -

t _ L

Fig. 4.19

The question-mark appearing in the outer box of dotted line indicates that

verification of thc relationship indicated by that box is in qucstt.1n.
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The pictorial answer corresponding to Fig 4.21 is shown in Fig. 4.20. The

curly frame around the vertical configuration consisting of two circles

IiN AA
S0 E A Sh YV Sh

Sh/ h Sý"" h S h

Fig. 4.20 Fig. 4.21

indicates the answer to the questioned relation. If in Fig. 4.21, there

vere NV (to indicate "no, it is vertical") in place of YV (to indicate "yes,

it is vertical"), then Fig. 4.20 could still be an answer-tree, but to a

query which had, sayj ? H instead of I V at the corresponding node. But

there is no way of representing the relations Ii) V1 and II in the pictorial

languages. From this point of view, the tree-languages bave greater power

of representing queries and answers than do the graphic languages.

o__ % - : There exist query-tree.; and answer-trees in a tree language

for which there are no corresponding representations in the pictorial

languages, L and L
UCS GA

Step TSQ2 of the preceding section is critical for taking advantage

of a tree-language. ;n the first place, it is well to note that in query-

answering even in the pictorial languages, we compared t -- the parsing

trees made up of rules corresponding to pictures of L C.

In step TSQ2, we ignore the Q and D as well as question-marks in

ccmparing a given Q-tree with a corpus of D-tree-4. Hence we will strip
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the trees of the :-rpus and of the query of its question-marks and of

Q/I and D/I\ at the top. If the query has no H VI or I, we search

the corpus for a stripped D-tree matching the stripped Q-tree. If the

query has HI V! or I , we extend the corpus by applying rules TQ6a, TQ6b,

TQ6c, and then search the extended corpus. In extending the corpus, we

apply only the one of the tree rules indicated by the Q-tree; we -pply the

Sh
rule by identifying first the pair of /h\-trees indicated in the Q-tree.

We then trace up from those terminal nodes of a candidate tree in the corpus,

simultaneously from both terminal points, and check whether the vertex of

the path is as prescribed in the Q-tree.

In comparing a stripped D-tree of the extended corpus with the

stripped Q-tree, we also begin simultaneously at all terminal points and

trace up the paths. We call a mismatch as soon as one of the vertLces

other than one which had a question-mark next to it, and proceed to another

D-tree of the corpus. We do not examine trees to which rules TQ6 were

applied, only the trees that result.

The D-trees and the trees corrcsponding to 'parsed pictures are in

|-| correspondence. We ha'e seen that many P-trees correspond to a given

picture. We will call these equivalent. If a given picture ccrrtspcnds

to the answer to-a query, there will again be many queries which ccrresp.pnd

with the same answer. We will call these queries equivalent. We n'v seek

a representative, a canonical member, of each of these tw:' equivalcnce

classes so that only one comp.ri.oon between the canonical query and a

canonical D-tree is needed. This will minimize the numwber ef D-trees in

the corpus that haýe to be compared.
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V. OPTIMAL TREES FOR STORAGE AND SEARCH

The criterion for choosing the canonical representative of an equiva-

lence class of trees in minimiz•tion of the epected number of elementary

node-de&l tions necessary to transform 4 D-tree into the tree is specified by

H, , or I in a Q-tree. To define an elementary node-deletion, consider

an algorithm for applying rules TQ6. Suppose that the given Q-tree is

TI \ where TI and T2 are two terminal nodes corresponding to, say,.

1 2/2

Sh and Sh . Suppose that tiae following is a path in a D-tree

with the same vertex and terminal nodes. To transform this path into

HI

T T \ we start with TI or T2 , whichever is lowe~r in the D-tree. We trace

to the node on the next level up and delete it, proceeding in this way until

we are at the level of T2 or TI whichever was higher in the D-tree. We now

'move up to the next-level node on both sides of 'he path, and check whether

the paths intersect. If not, we delete both nodes, move up to the next

level an4 repeat. If so, we check that this top-most vertex is H (as pre-

scribed in the Q-tree) and terminate the process. (If it is not H we substi-

tute what it is and place N next to it information. the answer-treL, as

indicated before .)

To make clear what we mear by the level of a node in a tree, we

call the top-most node in the trec level 0. Thus, in Fig. 5.1, at level

.0 w. have H, at level 1, V and H, etc. Both T and T2 happen to. be at

level 8 in that example,

Theorem 5.1: Consider a query tree of the form Q N. , where VTI T,

stands for H', V' or I' and TI, T2 for Sh , Sh 6 r Sh
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H

V H i

H H'

TV

TT2

Fig. 5.1

Let p(u,v,w) be the probability of T| being at level u, T2 being

at level v and the vertex at which the path up from TI intersects

the path from T2 being at level w. The expected number of elementary

node-deletions to transform a circuit in a D-tree into / \ is

TI. T2

)puXvx1) P(u,v,w) + Lp(v,v,v-x 1) LP(vvw).x-=I u v= tr- I V P+i w v w

Proof: Let L2 ; L, denote the levels of T2 and T, and suppose L2 > L1.

It will take L2 -L1 -I deletions to get to the same level. It will take

another L -L-1 deletions to reach the top vertex of the path on the shorter

arm, L2 -L on the Tonger arm. Alrogether, this is 2L2 -2L-2 deletions. If

L2 < LI, it will take 2L|-2L-2 deletions. The probability of L2 -L-1 being

x is a convolution,

LLP(L =v)l'=v-x-1)P(L2 > L)m 2. P(L 2 =VJýV-X-.)P(L -.V, L -u).
2' 1

L 2) L Iu=rO v--url

Here d is the lowest level of the D-tree, called its depth. Similarly the

31
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dI

probability of L -L-1 being x is P(LI-OU, l-u-x-I)P(L Mu, L2 - v).

Vo vU. h ttl roailt
We can define q(uv) p(u,v,w) m P(L I u, L2 m v). The total probability

of having x deletions is now

Sv U4+1 v

The expected number of deletions is the sum of this expression over x from

I to d.
QED.

If p(uv,w) is a uniform distribution, the expected number of node

deletions will be proportion4l to d, the depth of D-trees. For distributions

with a smaller variance than the uniform, the expected number may grow less

slowly than d but never faster. Hence, minimizing d will minimize the upper

bound on the expected number of deletions. Thus, if there is a number of

equivalent D-trees that correspond to the same picture, use as a canonical

representative of this equivalence class of D-trees the one with smallest d.

To illustrate, the two D-trees shown in Figures 5.2 and 5.3 are

equivalent representations of the picture shown in Fig. 5.4.

D H D/ H

H H Sh H

H 7 HN H H Sh H/ \ / \ / \ / \/x
. .Sh Sh Sh Sh h h Shh h h/ "\ H

Sh H
Fig. 5.2 / \ Sh \H

S1oo ooooFi.o.3 S
Fig. 5.4
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For the tree in 5.2, d-4, for the one in 5.3, d=8. Generally, d cannot be

less than log2 n, where n is the number of objects or terminal nodes.

One of the shortcomings of a tree-query-language like L' is that
II' TQ

it does not allow us to ask a question like / \8 ,where .1 and 8 denote

the first and 8 th circle in Fig. 5.4. To ask such queries we must introduce

naming which leads into the topic of name-languages to be treated in Section

6. Note that if we could ask this query, transforming the tree Fig. 5.2
H'

into would require 4 node-deletions; transforming tree (5.3) into

it would require 6 node-deletions. Thus, 5.2 should be sed as the standard

representative of the picture of Fig. 5.4. A corpus of pictures to be

searched for answers to queries will henceforth be stored in terms of such

corresponding standard D-trees. Some of the details of how to store such

trees in a computer memory, how to index a corpus of such stored trees, the

programs for searph - all aimed at efficiency -are given in Scient. Rpt. No. 3.

Trees and pictures are not at the same level. If a tree is used tr,

describe .the same data described by a picture, the tree corresponds to the

pArs pcture. A parsed tree corresponds te. a parsing of a parsed picture.

We cai think of a tree-representation ef data as further removed from an

iconic representation of the data than is the pictorial representation. The

English-like, symbolic language to be studied next is even further removed

than the tree-language. The loss of iconic resemblance between the repr.-

sentational symbols and their designata is compensated by increased power

of generalization, expressibility, and inference.
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VI. ENGLISH-LIKE IANGQLGES

A. An English-Like Lansuage for Describing "Pictorial" Data

A description of Fig. 6.1 in English words might read as follows:

"Fig. 6.1 is a picture which consisto of a square, two circles, and a

o [triangle in vertical alignment. The square is at the

o top, the triangle at the bottom." The basic complete

"0 unit in this language, corresponding to a picture or

a D-tree, is a paragraph, such as the above. Corre-

Fig. 6.1. sponding to "configuration," such as ,or a

tree iuuh as ~~hl is the sentence. This is a

unit ol the non-terminal vocabulary. Spaces and selected English uards

constitute the terminal vocabulary.

In what follows, we.will confine our attention to paragraphs in

standard but English-like form. Elsewhere we shall provide rules for trans-

forming less constrained paragraphs, such as the one illustiated above, into

these standard forms. The standard
I

D V form paragraph will consist of a

/V single sentence. We will denote this

b"/ qh . form by DPGSENT. (MNEDONIC: Descriptive

Sh

Fig. 6.2 of the linguistic system S(LND); it is

the distinguished element of the non-

terminal vocabulary. Important other members of the non-terminal vocabulary

are PICT, SPEC, NREL, SH, etc.

The description of Fig. 6.1 in tree language is shown in Fig. 6.2.
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All elements of the non-terminal vocabulary will here be written

in capitals; those of the terminal vocabulary in lower-case letters, except

for the proper names of individual objects which begin with a capital

letter and are underlined.

The rules of S(LND) are:

NDI: DPGSENT "* NI + PICT

The right-hand side of this rule specifies a concatenation of two

units, with a space between them, unit NI being to the left of unit PICT.

These units, in turn, are specified by similar rules. Such rules are applied

repeatedly until a string of words in the terminal vocabulary results.

ND15: NI * One, T1,)o Three ... (Mnemonic for NI: "Name" of
Individual)

1 ! , _2 ,.

The commas in this and similar rules denote "or". The terms c.n the

right-hand side are elements of the terminal vocabulary; any one of them

could be substituted for NI in NDI., and again in NDI. The three dots in

ND15 are to suggest that any word "like" the first three - i.e., any English

word that begins with a capital letter and is underlined - can als,- be

substituted for NI.

ND2: PICT IS + SPEC ND8: US W + CL

ND3: SPEC A + SP ND9: CL IS + PROP

ND4: SP P FCT + CSOF ND1O: PROP -" Sit + REL

ND5: CS OF * W + COF .ND11: REL AND + RELN

ND6 a) CO- CONS + OBJS, ND12: a) RELN NREL + CONT

b) -. AND + OBJS b) RELN , the last object.

ND7: OBJS NI + CIS
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ND13: a) CONT NI + REL ND22: AND *and

b). NI + SC ND23: a) NREL 4below,

ND14: SC 4; + COF b) 4 to the right of

MD16: IS " is c) * to the left of

ND17: A * a, an d) +-enclosing

AI18: PCT picture e) 4 above

MD19: W + which f) * inside

ND20: CONS - consists of:

ND21: a) SH * circular,

b) 4 square,

c) 0 triangular

In applying a rule like 23b, the phrase "to the right of" is treated

like a single word, as if the 3 spaces were not present. To describe Fig.

6•1,.we have:

"Fixure 6.1 is a picture which consiits of: One which is square

and above Two and Two which is circular and above Three; and

Three which is circular and above Four; and Four which is tri-

angular and below Three and the last object."

There are 41 words in this sentence (counting "consists of" and "the last

object" as single words and the semicolons as words) and these are identified

as follows:

Sentence words: Figure 6.1 is a picture which consists of

Corresponding non- NI IS A PCT W CONS etc.

terminal symbols:

Corresponding Rule: ND15 ND16 ND17 ND18 ND19 ND20
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111I ale) SPEC (NO SI

j, A("NDI?l SP(N041

/PCT CIOF (NDB)

/ ~ ,
picture R4 (NO(No$*

which CONSt CONY Nails

consists/ CL (NL

which ~wic Is PRP(,00
1,/S IN RCCL141

4watreil/i AND R>LNN02

sad/ ~ ~ /O# N(0~jklLS

ANDu~r 09,111L
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which ~ ~ ~ .\ oPO

is/I ISfC

girgula* LAND 0eJ
.:d/ AWL CLIA

illoF / we

40'* %i'~(

ob~v All

w Cil C

a NAE C S.;

to# lost *bjec

Fig. 6. 3
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The language defined by these vocabularies and rules will lead to

some "sentences" which are unwanted; for example, nothing makes us discard

a sentence having in it the clause "above Two and below Two," though this

is evidently contradictory. It will not generate very ungrammatical sentences.

Many grassatically better and equivalent statements are missed. Ve do,

however, claim:

Theorem 6.1: The name-language LND is equivalent to LGD.

Zroof: In identifying items in the terminal vocabulary of S(LGD) with

items on the terminal vocabulary of S(LD) we must identify two levels of

names:, proper names of individual object tokens and generic names of object-

types. (This is what we did not try to do in non-name languages.) Identify

Swith a proper name like Figure 6.1 and with the word "picture" in the

form "Figure 6.1 is a picture which consists of:" Identify 0 with a proper

name as well as with "circular"; etc.

Given any picture in LGD, we always begin by forming the phrase

"Name is a picture which consist.L of:", according to rules N?15, 16, 17,

18, 19, 20. Here Name stands for an arbitrary name we assigned to the

picture. We now assign different names to all the objects in the picture.

We then form a clause for each object, which always starts with "Name which

is (Shape) and ""." In place of shape we ins,•rt circular, triaiigular or

square. We must form as many such clauses as we have different names. We

complete the clause - fill in ... by "to the right of Name and to the

left of Name and above Name and below Name and inside Name and (the last

object.)" however many of these apply. We excluded mention of "enclozing

Name", for that information is picked up when the latter name appears at
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che head of a clause. Otherwise, however, we do not try to eliminate

redundant information. This procedure will: a) form a well-formed sentence

according to rules NDI - ND23; b) describe the given picture.

We can construct an equivalent picture from any sentence in LID by

making the appropriate identifications.

To say that LGD and LND are equivalent is to say that we can trans-

form each "sentence" of the other language, not that there is a 1-1 corre-

spondence between the two languages. Indeed, to a given picture correspond

many sentences of LND and they are informationally equivalent to each other.

Conversely, to each sentence of LN correspond a numibcr of equivalent

pictures which differ in metric and other respects we have here ignored.

By the parsing tree associated with a sentence cf L. we mean the

tree obtained as a result of applying various rules to the sentence. The

tree has at its nodes the vocabulary items and rule namts. As an Example

consider the parsing tree for the sentence stated at the beginning cf this

section - it is shown in Fig. 6.3.

B. The Fnplish-Like Language for Specifving Constructi._'n

We wish to construct a language cf imperative scnte' .-s such that

executing the directives results in sEntences rf LND. We shall use the

word "order" to de..ignate the units of L•, In c(,nstrLcting S(LNc) it is

helpful to think of the pictures associated with the sentence nf ` which

is generated on execution of an order. In this picture each vbjfct, each

configuration and the picture itself is assLmud to be nimed. A typical

order is: "Kamc I is an order specifying: cnfiguratl:n I enýl'sing

configuratico 2 abv-ve configuration 3; ,'nfigurat1,n 2 enclosing %am, 2
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which is square and enclosing configuration 4; configuration 3 enclosing

configuration 5 to the left of configuration 6; configuration 4 enclosing

r f 3 which is circulir; configuration 5 enclosing N 4 which is

circular and encloser configuration 7; configuration 6 enclosing Name 5

which is triangular; configuration 7 enclosing Nam.e 6 which is circulhr."

We will specify rules of construction, like C1-C6c in Section III

. which take the above statement into a pictorial construction statcment in

L We must first dcvelcp rules for forming statements like the above.

These are:

* NCI CPGSENT -•N-1. + ORDER NC13 CONF - configuration

KC2 ORDER - IS + A + ORDSP NC14 N M * 1, 2, 3,

NQC3 ORDSP - ORD + SPING + SPEC NC15 ENC - enclosing

KC4 SPEC - VAR + ENCL NC16 SPING * specifying

NC5 VAR *ONF + NLM NC17 IS "is

NC6 ENC.L "ENC + PR NC18 A "a, an

SNC7 a) PR -VAR + NREL + VAR + SC NC19 W -whbih

b) *NI + Cl. NC20 PER

C8 CL -W+IS + REST NC21 SMICOL-;

NC9 a) RESI * SHi+SC Rules for Sh and NREL arý

b) - SI1 + ArU) + EN the same as rules ND21, 1ID23;

c) - SH + PER NI as in h135.

NC|O EN - ENC + VAR 4- SC

NCH) Sc SICOL + SPEC

KC12 ORD -b order
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There is a last important rule which cannot be expressed in the fCrm

of a production. It is NC22: The numerals follcwing every occurrence of

the word "configuration" must be assigned so that each string of terminal

element between semicolons begins with "confi-uration i...." in the order

i - 1, 2, 3, ... , n. No nuvieral larger than n can appear anywhere. Each

numeral except 1 must occur exactly twice.

Given a statement like the one illustrated above, we parse it first:

that is, we form a labelled bracketing or, equivalently, a parsing tree,

which is shown in Fig. 6.4.

The figure, for brevity, covered only the first two clauses of

the specification in the order. At each node of this tree should also be

the name of rules used to obtain the non-termiiial element at that ncde.

Thus, the top rode is the left-hand side of rule NCI.

To construct a pictorial order, proceed as follows, using thý_

parsing tree illustrated in Fig. 6.4.

CNI Examine the top node. If it is CPGSENT (NCI), draw a wavy lin,-

frame.

CN2 Scan the tree from the top down to the first occur:-:nce oi SPEC(NC).

When located, draw a dotted line .qtiarc inside the wavy line frame.

To dctcrmine the order in which this .zn-tructit-n pr.-cds, tiace

fron SPEC t' the nearcsr NhM; it sh.ould, in this step, be I.

CN3 Trace down the tree from SPEC to FNCL(NC5). Trace one step dc-wn t

locate PR. If Ruic (NC7a) apilIics, dr,. (:-- r inside the

dotted line square Just (,".pletr! depending on whett her rule (ND23e)

or (ND23c) applies.
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CN4 If Rule (NC7b) applies at PR, trace down to REST. If Rule N9a

applies at REST, draw 0 ,0 or -6 , inside the dotted-line

square just drawn, depending on whether (ND21a), ND21b) or (ND21c)

applies at Sh.

CN5 If Rule (NC9b) applies at REST, draw . f , i inside the

square just drawn depending on whether (ND2|a, b, or c) applies at

Sh.

CN6 If Rule (NC9c) applies at REST, the construction is completed.

Theorem 6.2: To each construction order in LNC correspends a unique

pictorial construction specification in LGC'

Proof: Every element of INC has a parsing tree with nodes labeled CPGSENT,

.PEC, ENCL, REST, SH by rules of S(LNc). Hence the algorithm CNI-CN6 applies

to each statement of LNC. There is only one way of tracing down the parsing

tree, so that the nodes specified in 0N1-0N6 are reached in a unique order

if we parse the sentence of LNC in a particular way (e.g., from left to

right).

We must show that the result of applying steps CNI-0N6 is always

an element of LGC. To show this note that steps CNI and CN2 t.=gether

produce - which is the results of applying both rules (1') and (4)

of S(LG C). Rule CN3 corresponded to rules (2a), (2b) plus rule (4) of S(LGO.

Rule CN4 corresponds to rules (3a),(,3b),(3c)*plus rule 4. Rule CN5 co:rre-

sponds to rules (2c),(2d),(2e) plus rule (4). Rule 6 insures that the

conversion process from LNc to LGC terminates. Figure 6.5 illustrates the

pictorial construction specified by the statement examplified here. The

numbers attached to the dotted-line squares indicate the order in which

they were drawn. Names can be omitted.
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Fig. 6.5

Theorem 6.3: To each order in 1NC corresponds a descriptive statement

in LND.

Proof: Construct a pictorial construction specification, the possibility

of which is guaranteed by theorem 6.2. Then execute it, according to

rules Cl-C6e, to form a picture in LGD. Then proceed to describe that as

outlined in the proof of theorem 6.1. The result is a statement in LND

as proved in theorem 6.1.

Theorem 6.4: To each order in corresponds a construction tree in L rc*

Proof: Theorem 6.2 in Section VI, asserts that LGC and TTC are in one-one

1 correspondence. Hence, by the above theorem 6.2, the result follows. To

illustrate, Fig. 6.6 shows the tree corresponding to Fig. 6.5. From this

we can immediately get the corresponding D-tree.

I I'llSH

N"- Sh~ / Sh Ph

Fig. 6.6
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C. The Name Language Specialized for Posing Queries

_and Stting Answers

The "simplest" queries involve verification of a specified

statement. This is similar to a query about the truth or falsity of a

proposition. Thus, we can obtain query sentences from orders simply by

replacing the beginning of an order, ".NamefI is an order specifying: ... "

by "is it true that Name 1 consists of: ... ". The remainder of the order

is unchanged.

Actual queries will never specify the entire context such as all

the seven clauses in the example of Section 6.2. That is why the entire

paragraph-sentence has a name., Name I. Special parts of a clause may be

designated for verification. A typical query might be: "In Name 1 is it

-true that: Name 6 is to the left of Name 5." With a slight variation of

the beginning we can get: "In Name I find ? such that: Name 6 is to the

left of ?".

Similarly, the answer to such a query need not produce unwanted

(e.g., irrelevant to the query) s~tatements of Name I It could be a simple

"Yes, in Name I it is true that: Name 6 is tc the left of Name 5", 'r Uln

Name 1, Name 5 is such that Name 6 is to the left of it"'.

In this section we try merely to relate N and N to the corre-

sponding sublanguagEs in L and LG. We will elsewhere develop a m.Dre

general query language together with algorithms to translate linguistic

queries of a deeper sort directly into efficient tree-searching programs.

Consider, first, rules for a system S|(I'Q), which are:

NQ1: QPGSENT - QPRE + SPEC.

N|Q2: QPRE ÷ QTR + NI + CONSj N|Q3: QTR • is it true that
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The remaining rules are ones introduced earlier, namely

ND20: -CONS - consists of:

ND15 for NI, NC4-22 for SPEC.

We can construct a pictorial query from a parsed query sentence in

this language by proceeding as in CNI-CNG, plus inserting ? into each 01,

0 , and A , and instead of drawing a wavy-line frame as stated in CNI we

draw a curly-line frame. This proves:

Theorem 6.1: To every query constructed according to SI(LNQ) corresponds

a pictorial answer in LGA*

This answer will be a frame with curly-lines with a curly-line frame

around each object.

By an answer in the system S1(LX) we mean a sentence of the form:

" "It is true that N consists of: .

NI Al: APGSENT - APRE + SPECi1
SN A2: APRE ATR + NI + CONS

N A3: ATR -9 It is true that

The remaining rules are as in SI(LNQ). To construct a pictorial

answer from any such answer-sentence, draw a curly-line frame around each

0, 0 and . By parsing a pictorial answer, then removing the curly-line

frames and applying rules NIAI, NIA2, in reverse, we can construct an

answer-sentence in LNA. Thus we have:

Theorem 6.7: For every query constructed according to S I(LNG), there is

an appropriate answer construcLed according LO SI(L.).
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sysatem S I(xq) is limited. The rules of S2(LNQ) are:

N2Q1. QSENZ QINTR + QSPEC

N2q2: QINTR IN + NI + QR2

N2Q3: IN - in

N2Q4: QTR2 - is it true that:

N2Q5: QAPEC NI + SMPR + NI

N2Q6: SPR ÷IS + SH + NREL

N2Q7: SM - somewhere

The rules of NI, IS, NREL are as stated before. The sentence "In

Name 1 is it true that: Name.2 is somewhere to the right of Name.3' is a

typical product of these rules. We have not tried to enrich this query

language by even alltwing questions about shape; we wish merely to relate

this query language to the language LTQ developed in Section IV. To do this,

we replace the trees beginning with Sh , as the terminal nodes of a Q-tree,

by proper names.

Theorem 6.8: To each query-sentence formed according to S2(IN,) ccrre-

sponds a query-tree In LGp.

Proof: Suppose that the parsing tree of a sentence in LNO is given. At
I / \ I

node QSENT(N 2 Q1), form Q/ At node SMPR(N Q6) attach V ,C
to the Q-graph, depending on wfiich of the rules of ND23 are applied at node

NR.EL. Attach the names specified at node QSPEC(N2Q5) in proper order to

complete the Q-tree. We will also attach the name of the figure to be

search next to Q on the Q-tree, when we reach node QINTR after applying

rule N2Q2 in the parsing tree. Tne result is a tree with the two mentioned

modifications, and thus as a tree of the extended tree-query language LQ

defined previously (Section IV).
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1Thgjr.w : To each query sentence formed according to S2 (L•) there
is a pictorial answer in L

GP'
Proof: First form the Q-tree in LTQ according to the preceding theorem.
Next, proccas the Q-tree according to the algorithm of Section IV, search

the corpus specified by the name next to Q. In the present extension of
our various means of representation, we suppose that each corpus that can be
searched separately is given a name, and that name is recorded with it.
Similarly, all objects are named and names are recorded with them. In

testing for match, the recorded names must coincide with names specified
in the query. From the matching trees in the corpus, pictorial answers
may be formed by the procedure indicated TQSI-TQS4.

We can now construct an system S2(V.) analogously to SIM)

and show:

Theorem 6.10: For every query cunstructed according to S2 (LHQ), there

is an appropriate answer constructed according to S2 (LA).

roo•f: The rules of S2 (L,,) are:

NXA1: ASENT -1 AINTR + ASPEC

N2A2: AINTR + IN + NI + ATR2

N2A3: ATR2 - it is true that:

all-other rules are as in S2(LN)..

We form a sentence of LR according to these rules from a pictorial
answer by parsing the pictorial answer, removing the curly-line frames and

applying N2AI, N* 2 A2, N2A3, etc.,in reverse. Thus, given a query, we form
the corresponding Q-tree, process it to produce a pictorial answer, then

describe the latter as a sentence in LM..
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We conclude by introducing queries with question marks. Consider

the system S3(LNQ):

N3Q1: QUERY + QNMFD + QVSPEC

N3 Q2: QNMFD + IN + NI + FDST

N3Q3: FIND -* find ? such that:

N3Q4: QVSPEC + VI + SMPR + VI

N3Q4: VI - NI, I?

All other rules, for SMPR, are as before. The main difference is

that we can use ? in place of proper names. We transform such queries int..

Q-trees modified in that names are attached to the terminal nodes and to

the Q-:node. We the- proceed as we did for S2 (lNQ) to produce pictorial

answers. We construct answer-sentences from such pictorial answers

according to rules of S3 (LM).

N 3Al: AVERY - ANMFD + AVSPEC

N3ý2: ANMFD IN + NI + NMST

N3A3: NI4ST, CO + NIST

N3A4: NIST N + IS + ST
3.

NP5: ST ÷ such that

N3A6: COM ,

NKA7: AVSPEC - AI + SMPR + AI

NA8: AI - NI, IT

NA: IT - it.

The rules for NI, SMPR, IS, IN, etc.,are as before. In f.ýrming an

answeL in Ll, these rules arc used in reverse. The rule Al - 11 is used

to pl-'ce "it" where a question mark appeared in the query, and where the

name which is now introduced in rule Nt4 appeared in a matching picture.

i
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The sentence: "In Name.1, Name 5 is such that Naue.2 is to the Itft of it"

is in LNA. It corresponds to the query "In Name.' find ? such tiat; Name.2

is to the left of 7".

Theozem 6.11: To every query constructed according to S3(1..), there is an

appropriate answer constructed according to S 3 (LNA).
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VII. CONCLLUING COMMTS

We have shown how to construct descriptive, constructive, interrogative

and responsive languages in graphic, tree and English-like representations

for a very simple domain of discourse. We have shown how to connect these

VLCiOUs sub-languages. We have seen that a tree representation has advantages

over the other two means of representation for automated storage and search

of the kind of data considered; that an English-like representation has

advantages for posing queries; that a graphic representation has advantages

for displaying answers.

We have not yet shown how far we can extend the English-like language

toward ordinary English to pose a greater variety of queries of the same

data; nor have we as yet shown how to translate directly from English-like

queries into efficient computer search programs. Some of our work in this

area will be presented in a forthcoming paper. Also, we have not paid any

attention to the important problem of how to extend these ideas to more

complex, more varied, more realistic types of data, and how to automatically

form the language system as the data base expands. These questions are

currently under study.
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